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----------------------------------------------------------------------ABSTRACT-------------------------------------------------------------- 
The recommendation system has been widely used in life, which greatly facilitates people's life. The traditional 

recommendation method is mainly used to analyze the interaction between users and items. analyze the history of 
users and items, and get only the users' preferences for items in the past. The serialization recommendation system 
analyzes the sequence of users interacting with objects in a recent period of time. To consider the relevance of the 
user's before and after behavior, can obtain the user's preference for items in the short term. However, the 
serialization method emphasizes the user's connection with the item in the short term. Ignoring the relationship 
between the properties of objects. In view of the above problems, the convolution serialization recommendation of 
fusion time characteristics and user preferences is proposed Convolutional Embedding Recommendation with Time 
and User Preference. CERTU model. The model is able to analyze the diversity relationships between items, thus 
capturing the user's dynamic preference for items over time. Otherwise, the model further considers the influence of a 
single item and multiple items present in the item sequence on the next item recommendation. The experimental 
results show that the No. The CERTU model outperforms the current baseline method. 
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I. INTRODUCTION 

With the development of the times, information 
technology has made people's lives more and more 
convenient. Human society has entered the era of big data, 
and at the same time, human beings have also fallen into the 
dilemma of data. It's too expensive for people to find 
valuable information in the data and hard to get the 
information you need from the massive amount of data. The 
recommendation system is exactly for: It was born to solve 
such problems and has developed rapidly. The traditional 
recommendation system is often analyzed from the user's 
preferences or the characteristics of the item. For example, 
based on the content recommendation system analyzes the 
record of items that the user has interacted with in the past 
Items are divided into a variety of attributes. 
However, users' interests and preferences are not fixed, but 
will change over time. For a certain type of item, the user 
may have a great interest in it before owning, and after 
owning and using for a period of time, the interest may 
diminish, at this time the recommendation system should 
not recommend the same item to the user. Top-n 
serialization recommendation mainly deals with the 
sequence of items that users interact with in the past period 
of time, with the purpose of predicting the Top N items that 
users may like in the near future, but many top-N 
recommendation algorithms only consider the general 
preferences of users, and ignore the relationship of items in 
time. For example, in the field of e-commerce, the user's 
last or previous purchase behavior will greatly affect the 
subsequent purchase behavior. After purchasing a smart 

phone, the user may want to buy a headset. At this time, the 
recommendation system can recommend related items to 
the user. After the user has purchased the headset, the 
demand for the same type of headset is not high, and the 
recommendation system should not recommend the headset 
related items to the user. This is a typical scenario for 
considering how users' interests are affected by changes in 
time. 
At the same time, the user's own preferences are also an 
important factor affecting the recommendation system 
Plain. For example, some users are particularly fond of 
skirts and like to collect various types of skirts. This is a 
long-term and fixed behavior, and the recommendation 
system should take these factors into account. It is often not 
enough to consider the user's own interests and hobbies, 
and there are also things between them. There are more 
abundant attributes. For items, items can be roughly 
generalized from each one. There are two kinds of 
relationships: complementarity and substitution [1]. For 
complementary relationships: between two items, roles can 
complement and support each other, such as mobile phones 
and headphones. For substitution generational relationship: 
one item can replace another item if the user is missing. 
One item can be replaced by another, and this relationship 
is often the case. Items of the same type, different brands, or 
different styles, such as different brands of headphones. In 
addition to the correlation between the attributes of items, 
items can also be found in the sequence of items 
relationship. For item sequences, different items may act 
independently on a predicted target item, or they may be 
combined with different items to have an effect on a 
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predicted target item. For example, after buying milk, flour 
can be recommended, after buying butter, you can 
recommend flour, and consider the two buying behaviors 
together. The probability of powder is higher. Intuitively, 
individual behavior and joint behavior are also important 
factors that affect the performance of recommendation 
systems. 
Based on the above analysis, this paper proposes a 
Convolutional Serialization Recommendation (CERTU) 
model that integrates temporal characteristics and user 
preferences. CERTU models primarily from two 
dimensions: the user and the object. On the user side, not 
only the user's long-term preferences are taken into 
account, but also the user's preferences for the same item 
over time. In terms of items, the analysis of a single item 
prediction and the joint prediction of multiple items is 
carried out, as well as the analysis of the relationship 
between items. 
The main contributions of this paper are as follows: 
(1) This paper comprehensively considers the two aspects 
of users and items for modeling. The model proposed in this 
paper not only analyzes the impact of time on users, but 
also divides items into more fine-grained ones, integrating 
the relationship between items, the prediction of a single 
item, and the joint prediction of multiple items. 
(2) The model proposed in this paper not only considers the 
short-term preference of users, but also the user's long-term 
preference is analyzed, and the user's behavioral 
characteristics are processed in a more fine-grained way. 
(3) In this paper, the proposed CERTU model is 
experimented on the Amazon dataset. The experimental 
results show that the CERTU model outperforms the 
current popular methods. 
Section 2 of this paper describes the related work; Section 3 
introduces the CERTU model proposed in this paper; 
Section 4 mainly describes the experimental part and 
analyzes the experimental results; finally, the paper is 
summarized.. 

II. RELATED WORK  
2.1  Collaborative Filtering Algorithms 
User-based Collaborative Filtering (UserCF) typically 
recommends items liked by other users with similar 
interests to the user. Item-based Collaborative Filtering 
(ItemCF) recommends items similar to those the user 
previously liked. While collaborative filtering algorithms 
can make it easier for machines to analyze complex 
information (such as music), they struggle to capture how a 
user's interest in items changes over time, lacking an 
analysis of changes in user interests. This paper 
differentiates the relationships between items as 
complementary and substitutive, analyzing how user 
interest in items changes over time under these two 
relationships. 
 
2.2   Sequential Recommendation 
In real life, people's current behavior is always influenced 
by historical behaviors. Sequential recommendation 
considers users' historical behaviors, recommending items 
by analyzing their past behaviors. The FPMC model 

combines matrix factorization with Markov chains, 
learning a transition matrix for each user and using a 
pairwise interaction model to observe matrix transitions, 
embedding the transition information between adjacent 
behaviors into the latent next behavior and analyzes users' 
general preferences, using representation learning to treat 
serialized information as latent factors [3]. Although these 
models consider sequential user behavior, they mainly 
focus on two adjacent behaviors and are applied to dense 
data, showing limitations in handling more complex 
multi-step behaviors or sparse data. The Fossil model 
primarily uses an improved Markov chain to solve the 
problem of data sparsity in sequential recommendation, 
capturing users' dynamic interests in sparse data [4]. 
 
2.3   Neural Network Methods 
The RBM model was the first to successfully apply a 
two-layer neural network to recommendation problems [5]. 
LeCun introduced the world's first Convolutional Neural 
Network (CNN), primarily used for solving the problem of 
machine recognition of handwritten fonts [6]. 
Convolutional neural networks are generally used in image 
processing, and Zheng et al. proposed the Deep 
Cooperative Neural Network (DeepCoNN), innovatively 
using CNNs to process user review information, thus 
extracting user features [7]. Although these models have 
achieved good results in recommendation systems, none 
considered serialized information. The Convolutional 
Sequence Embedding Recommendation Model (Caser) 
drew inspiration from CNNs' image processing methods, 
treating an item sequence as an “image” and learning the 
serialization pattern of this “image” through convolutional 
filters [8]. The Caser model has requirements for datasets, 
performing well in datasets with high serialization density 
(such as MovieLens) but achieving average results in 
datasets with lower serialization density (such as Tmall). 
The LSTPM model, based on RNN, considers both 
short-term and long-term user interests, also analyzing the 
geographical relevance of recently browsed locations [9]. 
The ARNN model jointly models the sequential regularity 
and transition rules of similar positions, capturing 
contextual information controlling user mobility, thus 
obtaining more effective sequential rules [10]. The KRED 
model aggregates news entity information, using 
knowledge graphs and multi-task learning methods to 
achieve better recommendation results [11]. The ACPR 
algorithm improves recommendation accuracy by using a 
consumer-item-producer triplet interaction approach [12]. 
The UIG algorithm uses a graph Convolutional Neural 
Network-based method to learn user representation vectors 
from user knowledge graphs, then introducing these vectors 
into item knowledge graphs to effectively mine 
personalized user preferences [13]. The Chorus model 
mainly analyzes the relationship between user preferences 
for products and time changes, also considering the 
relationships between products. This paper 
comprehensively considers these two models, Caser and 
Chorus, with Caser focusing on the relationships between 
products and the changes in user preferences for products 
over time. 
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III. CERTU MODEL 
The convolutional embedding recommendation 

model with time and user preference (CERTU), proposed in 
this article, utilizes knowledge graph to obtain the 
relationship between goods. Then, by analyzing the user 
purchase records within a specified time kernel function, it 
obtains the representation vector of items. The item 
representation vector will be learned through Convolutional 
Neural Network to capture its sequential features. CERTU 
takes into account the user's general interests and hobbies, 
transforms the user information into a user representation 
vector, and connects it with the final convolutional item 
vector. The CERTU model mainly consists of 3 layers: data 
processing input layer, convolution layer, and full 
connection layer. As shown in Figure 1, the item 
relationship is constructed into a knowledge graph [14], 
where the yellow lines represent the sequential purchase 
relationship between two items, indicating that their 
functions are complementary, while the blue lines represent 
that after purchasing one item, the user only viewed another 
item but did not buy it, indicating that their functions are 
similar. For this type of complementary items, users' 
interest in this type of items often shows a normal 
distribution trend over time [1]. For this type of similar 
items, users' interest in this type of items often shows two 
normal distribution trends over time. Users' interests and 
hobbies not only have short-term features but also 
long-term preferences. The item vector obtained from the 
data input processing layer will enter the horizontal 
convolution layer and vertical convolution layer for 
convolution calculation. The results will enter the full 
connection layer for connection calculation with the user's 
long-term preference vector to obtain the final prediction 
result. 

 

 
Figure 1: The flow of the methodology 

 
3.1  Data Input Processing Layer 

The data input processing layer mainly consists of 
two parts: items and users. There are complementary and 
alternative relationships among items. In order to fuse the 

information of items and the relationships between them, 
these information can be introduced into knowledge graph. 
The relationship between items can be constructed in the 
form of triplet [1], for example (headphones, 
complementary, mobile phone). Such triplet can be used as 
elements in the knowledge graph to construct the entire 
knowledge graph of item relationships. For items, this 
article groups items with complementary functions as one 
category. After purchasing a certain item, users will be 
interested in items that are complementary to that item. For 
example, after purchasing a mobile phone, users may have 
a strong interest in headphones. In a short period of time, 
users may be very interested in a certain item, but as time 
passes, they may purchase other complementary items, so 
their interest in this item will gradually decrease over time. 
The curve of users' interest and hobbies changing over time 
shows a normal distribution trend. The time function 
representing changes in interest over time is: 

t ) ( | 0 , )cT N t   （  (1) 
Among them, ( | 0, )cN t  represents a normal 

distribution with a mean value of 0, c represents the 
variance of the normal distribution, and c is related to the 
category of items. 

This article considers items with similar functions 
as another category. After users purchase items, they often 
lose interest or no longer need similar items in the short 
term. At this time, users' interests are often negative. 
However, as time passes, users' purchased items may 
experience wear and tear, and users may need similar items 
as substitutes. At this time, users' demand for similar items 
increases or their interest in them rises, and the 
recommendation system should recommend similar items 
to users. However, after users purchase the item, the 
situation of no longer being interested in it mentioned 
above occurs again, that is, users' interest in similar items 
often rises to a peak and then falls. Since users' interest in 
similar items is often negative at the beginning, the vertical 
coordinate of the curve should start with a negative value, 
so the time-varying curve is two normal distributions, one 
of which is a negative normal distribution. The calculation 
formula of the distribution function is as follows:

( ) ( | 0, ) ( | , )c c cT t N t N t         (2) 
Among them, ( | , )c cN t    represents the normal 

distribution, where c  represents the peak value of user 
interest in this type of items, which is related to the category 
of items c. 

The user icon in Figure 1 represents the user's 
long-term interests and hobbies, while the Chorus model 
considers more the characteristics of user interests and 
hobbies over time, as well as the changes in user demand 
for items. For some users, they may always prefer certain 
types of items. In this case, considering the user's demand 
for items alone is often too one-sided, so this article 
considers the user's attributes as their long-term 
preferences. 
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3.2 Convolutional calculation layer 
Convolutional computation has achieved great 

success in image processing. Convolutional computation is 
performed in two matrices, where there is a convolution 
kernel that moves at a certain step length in the input matrix 
and performs dot product calculations to obtain the output 
matrix. The Caser model applies CNN to movie 
recommendation, analyzes the cases of recommending 
multiple movies separately and recommending multiple 
movies together, and proposes horizontal convolution 
kernels and vertical convolution kernels for movie viewing 
records. For items, the recommendation results of multiple 
item purchase records and single item purchase records 
may be different in some cases. Therefore, for items, both 
horizontal convolution kernels and vertical convolution 
kernels are applicable. 

This article divides convolutional layers into two 
types. One is the horizontal convolutional layer, which is 
mainly implemented through horizontal filters. The size of 
the horizontal filter is h d , where d represents the number 
of columns of the horizontal filter, and {1, , }h L   
represents the height of the horizontal filter. This article 
uses kM  to represent the horizontal filter, where k 
represents the serial number of the horizontal filter. This 
article defines the item embedding vector obtained from the 
data input processing layer of the previous layer as I, 
Therefore, the formula for the horizontal convolution of 
item i  is: 

( )k
h ai te m f I M �  (3) 

Where,  af �  represents the activation function of 
the convolutional layer, and �  represents the inner product 
operator. 

The second is the vertical convolutional layer, 
which is mainly achieved through vertical filters. The size 
of the vertical filter is L*1, where L represents the height of 
the vertical filter, and the width of the vertical filter is 1 by 
default. The vertical filter will be applied from left to right 
and from top to bottom. The calculation formula is as 
follows: 

k k
vi t e m I F �  (4) 

Among them, kF  represents the k vertical filter, 
and k

vitem represents the kth calculated item vector. Finally, 
the calculated item vectors are combined to obtain the 
vertical convolutional item representation: 

1 2 3[ ]k
v v v v vitem item item item item   (5) 

 
3.3 Full Connection Layer 

In this paper, the output of the horizontal 
convolution layer is connected to the output of the vertical 
convolution layer, and the fully connected layer combines 
the extracted features and outputs the result. The 
connection formula for the two convolution layers is: 

1

2
( ([ ] ))e

b eg f W b   (6) 

Among them,  bf �  represents the activation 
function of the fully connected layer, W represents the 
weight matrix, b represents the bias term, and g represents 
the vector representation obtained after connecting the item 
convolution. 
 

IV. EXPERIMENTAL ANALYSIS 
This article compares the CERTU model with the 

current state-of-the-art methods. 
4.1 Experimental setup 

4.1.1data set 
The data used in the experiment is a publicly 

available Amazon dataset. The Amazon dataset includes 
user review IDs 、 basic information about items 、

buy_after_viewing and also_buy. In this paper, the 
buy_after_viewing in the Amazon dataset is used as the 
item substitution relationship, and the also_buy is used as 
the item complementation relationship. This article mainly 
uses the mobile phone and accessories dataset in the 
Amazon dataset, as listed in Table 1. 

 
Table 1 Statistics of dataset 

Dataset Amazon Cellphones 
Users 227900 
Items 10300 
Entry 193200 

 
4.1.2 Evaluation indicators  

In this paper, the experimental results are 
calculated using the left-one method, leaving only one 
sample as the test set and the other samples as the training 
set, and using the average of all the results 

Measure the performance of your model. In this 
paper, HR (Hit Ratio) and NDCG (Nor-malized Discounted 
Cumulative Gain) were used as evaluation indicators. 
HR@K calculates whether the result of the correct 
prediction appears in the Top-K list, if it does, it is counted 
as a hit, and finally the hit rate is calculated. NDCG@K are 
more focused on where the prediction results are in the 
rankings. 

4.1.3Compare models 
(1) BPR[15]. This method proposes a double-sort 

loss optimization matrix factorization model, which is an 
excellent method for recommending non-serialized items 
based on implicit feedback data. 

(2) Tensor0[16]. In this method, the historical 
context information is taken into account, and the 
traditional two-dimensional user-item matrix is replaced by 
n-dimensional tensors through tensor factor factorization. 

(3) GRU4Rec[17]. The method uses the GRU to 
get the sort score of the recommended item. 

(4) NARM[18]. This method improves the 
performance of session-based serialized recommendation 
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through GRU and attention mechanism. 
(5) CFKG[19]. This method uses the TransE 

model to obtain the relationship between users and items, 
and between items and items. 

(6) SLRC[20]. This method considers the user's 
habit of repeated consumption, and analyzes the user's 
long-term and short-term behavior. 

(7) Caser[8]. In this method, horizontal filters and 
vertical filters are used to extract different item sequence 
pattern information, emphasizing the influence of 
short-term information.  

 
4.2  Experimental results 

A comparison of the experimental results of 
CERTU and the 7 baseline methods is shown in Table 2, 
with the horizontal axis representing the names of each 
method and the vertical axis representing the performance 
metrics. Compared to other methods, CERTU achieves 
better performance in both HR and NDCG. The BPR 
algorithm is a traditional collaborative filtering algorithm, 
which uses triplet information to represent the interaction 
between users and items. Tensor takes into account the 
information of the context by modeling the data as a tensor 
of a user, item, and context instead of the traditional 
user-item matrix, and Tensor is better than traditional 
collaborative filtering algorithms. GRU4Rec is a serialized 
recommendation, which uses the GRU model to derive the 
ranking score and then make recommendations, and its 
performance is better than that of the collaborative filtering 
algorithm. This also shows that the characteristics of 
serialization play a positive role in improving the 
recommendation effect. NARM introduces an attention 
mechanism on the basis of GRU and applies it to serialized 
recommendations, which also performs better than 
collaborative filtering algorithms. CFKG considers the 
relationship between the user and the item, converts it into a 
knowledge graph, and uses the TransE model to learn the 
graph embedding, which performs better than most 
baseline methods, indicating that the relationship between 
the user and the item can be introduced into the 
recommendation system to achieve better results. SLRC 
considers the effects of short-term and long-term effects, 
and introduces the Hawkes process into collaborative 
filtering, and the performance effect is the best among all 
baseline methods, indicating that the long-term and 
short-term interests of users in items are of great 
significance to improve the performance of the 
recommendation system. Caser uses Convolutional Neural 
Network (CNN) to extract the information of short-term 
sequences, and divides the sequence patterns into point 
level and parallel level, which has better performance than 
the collaborative filtering algorithm, indicating that the 
Convolutional Neural Network can obtain better results by 
introducing Convolutional Neural Network into the 
recommendation system. 

 
 

Table 2 Performance comparison of different methods 
Model HR@5 HR@10 NDCG@

5 
NDCG@
10 

BPG 0.3357 0.4430 0.2309 0.2658 

Tensor 0.3469 0.4315 0.2739 0.3012 

Caser 0.3626 0.4723 0.2884 0.2524 

NARM 0.4028 0.5014 0.2985 0.3303 

CFKG 0.4023 0.5350 0.2833 0.3263 

SLRC 0.4133 0.5140 0.3040 0.3368 

GRU4Rec 0.4019 0.4997 0.3009 0.3325 

CERTU 0.4359 0.5497 0.3153 0.3524 

 
The CERTU model proposed in this paper works 

better than all baseline methods, suggesting that it is 
beneficial to consider the characteristics of user interests 
over time and the relationships between items. Based on the 
Convolutional Neural Network, the CERTU model divides 
the sequence patterns of long-term item information and 
short-term item information into point level and parallel 
level, which can enable the recommendation system to 
obtain richer information sources. Compared to the CFKG 
model, CERTU not only considers the relationship between 
items, but also incorporates the law of the relationship 
between items over time. Compared with Ca-ser, CERTU 
not only considers the sequence of short-term items, but 
also considers the long-term item information, and also 
introduces the characteristics of the relationship between 
items and the change of user interests over time, which can 
make the recommendation system more flexible and obtain 
better results. 

 
4.3  Effectiveness of modeling the relationship between 

user interests and items 
In order to further prove that the relationship 

between the characteristics of user interest over time and 
the item has a positive effect on the recommendation effect, 
this paper proposes the variants of the model, CERTU-I and 
CERTU-T, based on the CERTU model. The CERTU-I 
model does not consider the relationship between items, 
and ignores the complementary and substitution 
relationships between items. The CERTU-T model does 
not analyze the characteristics of user interest over time, 
and user interest will remain constant. By comparing these 
three models, we can verify the effectiveness of user 
interest and item relationship modeling on 
recommendations. Figure 2 shows the experimental results 
of the three models of CERTU, CERTU-I and CERTU-T, 
and it can be seen that the experimental results of CERTU 
are better than those of CERTU-I and CERTU-T, which 
indicates that the relationship between the characteristics of 
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user interests over time and items can improve the 
recommendation effect of the recommendation system. 

 

 
Figure 2 Effectiveness of user preference and the 

relationship of items 
 

4.4 Parametric analysis 
Figure 3 shows the effect of Learning rate on 

HR@10, where the abscissa is the x exponent in 10-x, and 
the learning rate decreases by a factor of 10 each time. It 
can be seen that the learning rate starts at 0.1 and as the 
learning rate gets smaller and smaller, the value of the 
HR@10 increases until the learning rate is 0.001 and 
HR@10 reaches its maximum with a value of 0.5497. 
When the learning rate is greater than 0.001, the HR@10 
gradually decreases. From the above analysis, it can be seen 
that when the learning rate is 0.001, the best results can be 
obtained HR@10. 

 
Figure 3 Influence of learning rate on HR@10 

 
Figure 4 shows the effect of batch size on 

NDCG@10. In Figure 4, the abscissa batch size is 64 as the 
initial value, and each change increases by a factor of 2 for 
model training. As can be seen from the figure, the 
NDCG@10 decreases when the batch size changes from 64 
to 128, because the value of the batch size is too small, the 
network convergence is unstable, and the NDCG@10 value 
is large in the oscillation. The batch size starts at 128 and 
the NDCG@10 begins to gradually increase. When the 
batch size is 512, the NDCG@10 reaches its maximum 
value of 0.3524. When the batch size is greater than 512, 
the NDCG@10 starts to decline. Within a certain range, the 
increase of batch size can improve the performance of the 

model to a certain extent, but with the continuous increase 
of batch size, the generalization ability of the model 
decreases, and finally the NDCG@10 value becomes 
smaller. 

 
Figure 4 Influence of batch size on NDCG@10 

 
Figure 5 shows the effect of the embedding vector 

dimension on HR@5. The abscissa embedding vector 
dimension in Figure 5 represents the dimension of the user 
and item vectors. As can be seen from the figure, the 
embedding vector dimension is the lowest when it is equal 
to 16, because the value of the embedding vector dimension 
is too small, which will lead to less user and item feature 
information obtained by the model, and the performance 
indicators obtained are lower. As the embedding vector 
dimension increases, so does the HR@5. When the 
embedding vector dimension increases from 32 to 48, 
although there is a brief decrease in the HR@5, the overall 
performance shows an upward trend. When the embedding 
vector dimension reaches 64, the HR@5 reaches the 
maximum value of 0.4359. As the value of the embedding 
vector dimension continues to increase, the HR@5 begins 
to decrease due to the overfitting of too many feature 
dimensions of the user and the item. 

 
Figure 5 Influence of embedding size on HR@5 

 
V. CONCLUSION 

This paper comprehensively considers the 
complementary and substitution relationships between 
items, analyzes the user's preference for the item under 
these two relationships, and constructs it into a 
corresponding knowledge graph, which is used as the 
representation vector of the item. In this paper, we also 
consider the influence of a single item and multiple items in 
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the item sequence on the user's preference for the next item, 
and use the horizontal filter and vertical filter to calculate 
the convolution of the item representation vector. Through 
the analysis and treatment of the above factors, this paper 
proposes the CERTU model, which is better than other 
baseline methods after experimental comparison, which 
reflects the effectiveness of the model.  

In the future, we will improve the CERTU model from 
the following three aspects: (1) there may be the attribute of 
popularity in the item, and some items have a high degree 
of attention due to the publicity of the brand or their own 
good reputation, and the model should consider the 
attribute characteristics of the popularity of the item; (2) the 
curve of the user's interest in the item over time may not 
only have the characteristics of normal distribution, and the 
model will be beneficial; (3) The relationship between 
items may have a richer representation, and the mining of 
the relationship between items will be more in-depth in the 
future to improve the predictive power of the model. 
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