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----------------------------------------------------------------------ABSTRACT-------------------------------------------------------------- 

Image fusion is an important technique for combining two or more images to produce a single, high-quality image. 

Principal component analysis (PCA) is a commonly used method for image fusion. However, existing PCA-based 

image fusion algorithms have some limitations, such as sensitivity to noise and poor fusion quality. In this paper, we 

propose a modified PCA algorithm for image fusion that uses an adaptive weighting scheme to improve the fusion 

quality. The proposed algorithm optimizes the fusion process by selecting the principal components that contain the 

most useful information and weighing them appropriately. Experimental results show that the proposed algorithm 

outperforms existing PCA-based image fusion algorithms in terms of fusion quality, sharpness, and contrast. 
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1. INTRODUCTION 

Image fusion is a critical task in computer vision that 

involves combining multiple images of the same scene into 

a single, high-quality image that contains more information 

than any of the individual [1,2]. Principal component 

analysis (PCA) is a widely used method for image fusion 

that has been shown to be effective in many applications. 

However, existing PCA-based image fusion algorithms have 

some limitations, such as sensitivity to noise and poor fusion 

quality [3,4]. 

To address these limitations, this paper proposes a modified 

PCA algorithm for image fusion that uses an adaptive 

weighting scheme to improve the fusion quality. The 

proposed algorithm optimizes the fusion process by 

selecting the principal component that contains the most 

useful information and weighting them appropriately. The 

use of an adaptive weighting scheme ensures that the weight 

assigned to each principal component is based on its 

contribution to the final fused image, resulting in improved 

fusion quality. We also present experimental results that 

show the performance of the proposed algorithm compared 

to existing PCA-based image fusion algorithms. Our results 

demonstrate that the proposed algorithm outperforms 

existing algorithms in terms of fusion quality, sharpness, 

and contrast. 

The rest of the paper is organized as follows:    

• Section 2 provides a brief overview of existing image 

fusion techniques,  

• Section 3 describes the proposed modified PCA algorithm 

in detail,  

• Section 4 presents the experimental setup and results, and 

• Section 5 concludes the paper and discusses future work’s 

mention the main goal of the work and highlight the major 

conclusions. 

2. OVERVIEW OF EXISTING IMAGE FUSION TECHNIQUES 

Image fusion is the process of combining multiple images of 

the same scene into a single, high-quality image that 

contains more information than any of the individual 

images. There are many image fusion techniques that have 

been developed to achieve this goal. These techniques can 

be broadly categorized into two categories: transform-based 

methods [5] and spatial domain methods [6]. 

Transform-based methods involve transforming the input 

images into a different domain, such as the frequency 

domain, and then combining them in that domain. One of 

the most commonly used transform-based methods is 

wavelet transform. Wavelet transform decomposes an image 

into multiple levels of different frequency bands, and then 

combines the high-frequency bands of the input images to 

create the fused image. Another commonly used transform-

based method is discrete cosine transform (DCT) [7], which 

converts the image into a set of frequency coefficients and 

then combines them to create the fused image Spatial 

domain methods, on the other hand, operate on the images 

in their original spatial domain. These methods involve 

manipulating the pixel values of the input images to create 

the fused image. One of the most commonly used spatial 

domain methods is the pyramid-based method [8].In this 

method, the input images are decomposed into multiple 

levels of pyramids, and then the corresponding pyramid 

levels are combined to create the fused image. Another 

spatial domain method is the intensity-hue-saturation (IHS) 

method [9], which separates the input images into intensity, 
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hue, and saturation components, and then combines the 

intensity components to create the fused image. 

Principal component analysis (PCA) is also a widely used 

method for image fusion. PCA-based methods involve 

computing the principal components of the input images, 

which represent the most significant and informative parts 

of the images, and then combining them to create the fused 

image. In recent years, deep learning-based image fusion 

techniques have also been developed [10]. These techniques 

involve training deep neural networks to learn the optimal 

fusion weights for the input images. 

Overall, there are many image fusion techniques available, 

each with its own advantages and limitations. 

3. METHODOLOGY 

In this section, we present the proposed modified PCA 

algorithm for image fusion, which utilizes an adaptive 

weighting scheme to improve the fusion quality. In the 

following subsections, we describe each step of the 

proposed algorithm in detail. 

  
Figure 1: Process Flow of PCA (c) 

 

To Understand this process with clarity example is shown 

below. 

Let's consider two image matrices, A and B, with 

dimensions 4 x 4, defined as follows: 

 

 
 

Normalize the matrices: We can normalize both matrices 

A and B by subtracting the mean value and dividing it by 

the standard deviation. the mean and standard deviation of 

both matrices are computed as follows: 

 

 = 5.5, A) = 2.29128784747792 

 = 13.5, = 2.29128784747792 

We can then normalize the matrices as follows: 

 = (A - ) / A)  and  = (B - ) /  

This gives us: 

and 

 
 

Compute the covariance matrix: We can compute the 

covariance matrix C for both matrices A and B as follows: 

   and  

 

Here are the complete covariance matrices: 

 
 

and 

 
 

Compute the eigenvalues and eigenvectors:  

 

 
  

 
 

 
 

 
 

select the principal components: We can select the top k 

principal components for each matrix. Let's assume we want 

to select the top 2 principal components for each matrix. 

 

 

 
 

This gives us: 

 and  
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Compute the weighted principal components: We can 

compute the weighted principal components for each matrix 

by multiplying the selected eigenvectors by their 

corresponding eigenvalues and normalizing the result. 

 
and 

 
 

This gives us: 

 

 

 
 

These weighted principal components can now be combined 

to create a fused image. So can combine the weighted 

principal components by adding them elementwise. The 

resulting matrix will contain the fused information from 

both matrices. 

 

  

This gives us:   

 

Reconstruct the fused image: We can reconstruct the fused 

image by multiplying the fused components by the selected 

eigenvectors and adding back the mean. 

  

 

This gives us: 

 
 

We have now successfully fused the information from 

matrices A and B to create a new fused image matrix. 

 

Algorithm of proposed method is Explain below. 

 

Step 1- Preprocess the matrices: Begin by normalizing 

both matrices A and B to enhance their comparability. This 

normalization involves subtracting the mean value from 

each element and dividing it by the standard deviation. 

 

Step 2 - Compute the covariance matrices: Calculate the 

covariance matrices Cov(A)and Cov(B)f or matrices A and 

B, respectively. The covariance matrix reveals the 

relationships and variances between the elements of each 

matrix. 

 

Step 3 - Determine the principal components: Identify the 

principal components of each matrix by selecting the 

eigenvectors associated with the largest eigenvalues. This 

step allows us to capture the most significant patterns and 

features within the data. We can choose the top k 

eigenvectors for each matrix. 

 

Step 4 - Assign weights to the principal components: 

Assign weights to the selected principal components based 

on their significance. This weighting process can be 

accomplished using methods like singular value 

decomposition (SVD) or principal component analysis 

(PCA). It ensures that the most informative components 

contribute more to the fusion process. 

 

Step 5 -Combine the principal components: Combine the 

weighted principal components from matrices A and B. This 

fusion process integrates the most valuable information from 

both matrices, providing a unified representation. 

 

Step 6 - Normalize the fused matrix: Normalize the fused 

image matrix by adjusting its values. Add back the mean 

value and multiply by the standard deviation to restore the 

original scale and ensure compatibility with subsequent 

analysis. 

 

By following these steps, the proposed algorithm optimizes 

the fusion process by selecting and combining the most 

informative components from the input matrices, resulting 

in a fused image matrix that encapsulates their essential 

characteristics. 

 

3.1 PREPROCESSING 

 

The input images are preprocessed to ensure that they have 

the same size and resolution. This is done to ensure that the 

principal components of the images can be computed and 

compared accurately. The preprocessing step involves 

resizing and cropping the input images as necessary. 

 

3.2 PRINCIPAL COMPONENT ANALYSIS (PCA) 

 

PCA is used to compute the principal component of the 

input images. Let  be the input images, each 

of size m x n. The principal component of the images are 

computed as follows: 

Compute the mean image M:    

                                                         (1) 

Compute the covariance matrix C:   

             (2) 

Compute the eigenvectors and eigenvalues of C: 

                                                                          (3) 
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, where v is the eigenvector, λ is the eigenvalue, and  is 

the covariance matrix multiplied by . 

Sort the eigenvectors in descending order of their 

eigenvalues. 

Select the k principal component with the highest 

eigenvalues. 

The selected principal component represent the most 

significant and informative parts of the input images. 

 

3.3 ADAPTIVE WEIGHTING 

 

An adaptive weighting scheme is used to assign weights to 

the principal components based on their contribution to the 

final fused image. 

 Let  be the weights assigned to the 

Adaptive Weighting Scheme The weights are calculated 

using the following equation: 

                      (5) 

where   is the weight assigned to the ith principal 

component,  is the variance of the ith principal 

component, and  are the variances of all 

the principle components. 

 

3.4 WEIGHTING COMBINATION 

 

The principal components are then combined using the 

weights to create the fused image. The fused image is 

calculated using the following equation: 

         (6) 

where F is the fused image,  are the 

principal components, and  are the 

weights assigned to each principal component. 

 

3.5 POSTPROCESSING 

 

The fused image is then postprocessed to enhance its quality 

and remove any artifacts.  

Apply median filter to remove artifacts:  

 

 

Apply histogram equalization to enhance contrast 

                                     (7) 

  

These of the adaptive weighting scheme ensures that the 

most informative and significant parts of the input images 

are given the most weight in the fusion process, resulting in 

improved fusion quality. The modified PCA algorithm also 

addresses the issue of sensitivity to noise that is common in 

existing PCA-based image fusion techniques.  In addition, 

the proposed algorithm is computationally efficient, making 

it suitable for real-time applications. Overall, the proposed 

modified PCA algorithm for image fusion shows promising 

results compared to existing PCA-based techniques, as 

demonstrated in the experimental results presented in 

Section 4. 

4. RESULTS AND DISCUSSIONS 

To evaluate the performance of the proposed modified PCA 

algorithm for image fusion, a series of experiments were 

conducted using various pairs of input images. The 

experiments were conducted on a machine with an Intel 

Core i7 processor and 16GB of RAM. Images from a high-

resolution MRI scanner and a color PET, CT scanner make 

up the test data have a spatial resolution of 256 × 256 and 

128 × 128, respectively. Dataset[13,14] were obtained on 

the Harvard Medical School website 

(http://www.med.harvard.edu/AANLIB/home.html and 

www.kaggle.com)The unaltered photos and the resulting 

fusion may be seen in Figures 2-3. 

 

 

4.1 EXPERIMENTAL SETUP 

 

The proposed modified PCA algorithm was implemented 

using Python and OpenCV library. The algorithm was tested 

on a set of ten pairs of input images with different sizes and 

contents. The input images were preprocessed by converting 

them to grayscale, applying Gaussian blur to reduce noise, 

and enhancing edges using the Laplacian operator. The 

performance of the proposed algorithm was compared with 

three existing image fusion techniques: the traditional PCA 

algorithm, and the discrete wavelet transform (DWT) [11], 

the performance of each algorithm was evaluated using two 

objective metrics: peak signal-to-noise ratio (PSNR) and 

structural similarity index (SSIM)[12]. 

 

4.2. RESULTS 

 

The results obtained from applying the proposed algorithm 

and the three existing techniques on the set of input images 

are shown in Table 1. 

 

Table 1: the average PSNR and SSIM values for each 

algorithm. 

 

As shown in Table 1, the proposed algorithm achieved the 

highest PSNR and SSIM values among all four algorithms.  

This indicates that the proposed algorithm produced fused 

images with higher quality and better preservation of image 

details and structures. 

 

  
(a) (b) 

Algorithm PSNR (dB) SSIM 
Computational 

 Time 

Traditional PCA 23.56 0.88 1.62 Sec. 

DWT 26.45 0.92 0.98 Sec. 

Modified PCA 28.92 0.96 1.50 Sec. 

http://www.med.harvard.edu/AANLIB/home.html%20and
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(c) (d) (e) 

 

Figure 2: Alzheimer’s brain illness, Implementation of the 

suggested approach(e), as well as MRI and PET scans (a and 

b), Traditional PCA (c), and DWT (d). 

 (a)     

  
(a) (b) 

   
(c) (d) (e) 

 

Figure 3: brain illness, Implementation of the suggested 

approach(e), as well as CT and MRI scans (a and b), 

Traditional PCA (c), and DWT (d). 

 

Fig. 2 and 3 show an example of the input images and the 

fused images obtained from applying the four algorithms. 

The figure shows that the fused image produced by the 

proposed algorithm has better contrast and sharper details 

compared to the other algorithms. 

 

When looking at Fig. 2 it is clear that Fig. 2(d), which were 

created using the DWT method, do not capture the 

information from picture 2(b) at the relevant position. 

display comparable visual qualities. Furthermore, the 

contrast in Fig.2(c) is quite low and may be difficult to 

distinguish with the naked eye. In contrast, the suggested 

approach shown in Fig. 2(e) has better contrast than the 

previous findings and successfully maintains all important 

visual information from pictures (a) and (b). 

Fig.3(a) is a CT scan image and Fig. 3(b) is a MRI brain 

images. Fused images from Figures 3(c) to 3(e) are shown. 

When these data are examined, it is clear that DWT Fig. 

3(d) and Traditional PCA Fig. 3(c) have insufficient image 

contrast. Based on the analyses above, we can infer that our 

technique outperforms the other reference methods in the 

field of medical picture fusion. Furthermore, our strategy 

has various advantages. It has good flexibility and stability 

while being sensitive to image fluctuations. Our technique is 

more beneficial for clinical applications than the other 

methods assessed because it extracts more information from 

the original photos. 

 

 
 

Figure 4: bar chart for quantitate analysis on Dataset 1 and 2  

5. CONCLUSION 

The proposed modified PCA algorithm with adaptive 

weighting scheme has been shown to be effective in fusing 

images while producing high-quality results. Through 

experiments on a dataset of various images, we 

demonstrated that the proposed algorithm outperforms 

existing image fusion techniques in terms of PSNR and 

SSIM values, making it a promising solution for various 

applications that require image fusion.  

However, there is still room for further research in this area. 

For example, the proposed algorithm could be further 

optimized to improve its performance even further. 

Additionally, the proposed algorithm could be tested on 

different types of images, including those with complex 

textures and varied lighting conditions, to evaluate its 

effectiveness in various scenarios.  

Moreover, the proposed algorithm could be combined with 

other techniques such as deep learning to enhance its 

performance and achieve even better results. Furthermore, 

the proposed algorithm could be applied to other 

applications, such as medical imaging or remote sensing, to 

evaluate its effectiveness in those domains.  

In conclusion, the proposed modified PCA algorithm with 

adaptive weighting scheme shows promise in producing 

high-quality fused images, and further research in this area 

has the potential to unlock new possibilities for image fusion 

applications. 
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