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-------------------------------------------------------------------ABSTRACT---------------------------------------------------------------  

Over recent years there has been a considerable shift, from quality of service (QoS) to quality of experience (QoE), 

when evaluating video delivery across networks. Hence, we first explore the need for this shift towards user-QoE 

in the video delivery ecosystem. Further, we investigate major QoE metrics researchers use in the evaluation of 

DASH users. We point out a huge problem with DASH beginning with its transport layer protocol. DASH utilizes 

Transmission control protocol (TCP) as the transport layer protocol. Thus, we give an overview of the mechanism 

of Transmission Control Protocol (TCP) and two mechanisms greatly impacting the streaming process: (1) TCP 

congestion mechanism and (2) TCP Fast Start. This leads us to investigate the impact of these TCP mechanisms on 

DASH players and consequently user-QoE. 
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I. INTRODUCTION 

The past ten year growth of Internet services creates a 

need for an increase in multimedia delivery across a 

standard medium. Consequently, today's Internet is 

abundant with applications utilizing video. Old-fashioned 

RTSP [27] streaming eventually evolves to HTTP-based 

streaming protocols. This shift leads to a better user-

perceived QoE. Progressive download utilizes HTTP as a 

protocol and succeeds traditional streaming. Today, HTTP 

adaptive video streaming is the de facto standard. Real-

time multimedia delivery possesses tight latency 

constraints, and data arriving too late is essentially useless. 

To create the illusion of motion, video frames play 

between 24-30 frames per second (fps). Each client media 

compression creates interdependence between packet 

contents and codecs. Thus, packet losses and late arrivals 

of video data can be detrimental. A combination of the 

inherent nature of network environments and transport 

protocol behaviors presents multimedia delivery 

challenges. 

MPEG develops a HAS standard in 2012, Dynamic 

Adaptive Streaming over HTTP (DASH), [31], [13], [29]. 

It is also known as MPEG-DASH. DASH aims to provide 

video streaming service to users with dynamic network 

conditions and heterogeneous devices, with no interrupts. 

MPEG-DASH uses an application layer Adaptive BitRate 

(ABR) algorithm. The main goal of ABR algorithms is to 

prevent player’s playout buffer under-run, while 

maximizing user-QoE, [34]. DASH ABR algorithms 

achieve this by adapting to dynamic changes in network 

conditions. The key differences between DASH and 

earlier protocols for multimedia streaming are: (a) Unlike 

earlier UDP-based schemes, DASH is built on top of TCP 

transport, (b) The player drives the algorithm. Depending 

on its ABR, the player typically requests video bitrates 

based on observed network conditions, hence regulating 

the server's transmission rate and (c) DASH requests and 

receives video data in terms of multi-second video 

segments, instead of a continuous stream of video packets. 

The player algorithm dynamically adapts the quality level 

in DASH-based systems. This adjustment focuses on the 

current network conditions. HAS addresses the 

weaknesses of RTSP, progressive download and regular 

segmented streaming. However, the server pre-processes 

media content. The media content is split into several 

small segments of a certain length, as in segmented 

streaming. The server now encodes each segment into a 

number of predefined qualities. The different versions of 

the segments are then distributed over one or more media 

servers (HTTP web servers). The video player decodes 

each representation of the segments individually. Also, the 

segment length determines the shortest video duration 

after which a quality adjustment can occur. Usually, this is 

2 or 4 seconds in length. 

This work consists of four sections. Section II discusses 

the need for quality of experience (QoE) in adaptive video 

streaming networks. Section III presents QoE metrics. 

Section IV gives an outline of TCP congestion and fast 

start mechanisms. Section V gives experimental evidence 

supporting the need for QoE improvements in present day 

DASH. Section VI explains the result and how the TCP 

mechanisms negatively affect user-QoE. Finally, the 

conclusion is given in Section VII. 

 

II. THE NEED FOR QUALITY OF EXPERIENCE 

(QOE) 
Current needs for the design of interactive, personal and 

socially connected platforms makes the video delivery 

landscape a rapidly evolving ecosystem. The Internet is a 

ubiquitous high-speed communication network supporting 

such evolution. However, the Internet does not provide 

any Quality of Service (QoS) or Quality of Experience 

(QoE) guarantees. Thus, applications dynamically adapt 

their requirements to the available QoS or QoE level. 
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Quality of experience (QoE) quickly emerges as a 

multidisciplinary field. QoE formulates itself from social 

psychology, cognitive science, economics and engineering 

science, cf. Figure 1. It focuses on understanding overall 

human quality requirements, [12]. The design of QoE 

culminates human expectations and quality needs. It’s 

traditional counterpart is Quality of Service (QoS), [35], 

[6], [15], [1]. QoS parameters ensure service quality to end 

users. However, QoE incorporates aesthetic and 

parsimonious needs of individuals. QoS lacks these scales. 

Research in, [33] defines Quality of Experience (QoE): 

"the overall acceptability of an application or service, as 

perceived subjectively by the end user." 

 

Fig. 1. Quality of Experience in adaptive video streaming 

Measurable objective performance of technical system 

entities and subjective testing with people classifies 

network service evaluation scales. User-perceived QoS 

scales are subjective. They gather opinions from 

participants who rate the quality or change of an 

experience with an entity. Advantages of this approach are 

(1) it is very user-centric, (2) tests are well documented, 

(3) it contains standard repeatable components and (4) it 

can easily be compared to technical system performance. 

However, disadvantages, such as possible defects of 

individual human perceptual traits (example, ear infection 

during testing) and unconscious psychological factors, [2], 

may cause difficulties with this approach. 

QoE gathers measures from end users, whereas QoS 

measures technical patterns affecting system performance. 

Subjective QoE extends beyond user-perceived media 

quality. It measures user satisfaction, [9]. Subjective user 

perception mainly focuses on questionnaires and rating 

scales, [3]. However, user behavior relying only on 

opinion is not reliable. Usually, objective measures 

concern the system and not the end users. QoS tools 

collect and monitor these objective measures. For 

example, in a network the buffer levels can be monitored. 

Here, these indirect technical measures infer QoE. Thus, 

user measures validate the relationship between technical 

measures and user behavior. However, user-QoE are also 

affected by other factors, cf. Figure 2. 

  

Fig. 2. Factors affecting QoE in adaptive video streaming 

Computational models of media quality are objective 

because they model measurable technical parameters, [22]. 

They access cumulative variations in technical parameters, 

including those that affect quality. However, the value of 

these models reduces, as they must be continually 

validated against user test data, with the inclusion of new 

parameters. 

Measures of QoE concerns user performance based on 

actual usage. There are numerous ways to gather objective 

QoE for laboratory and field tests or different types of 

services and user scenarios. A key point relates objective 

measures of QoE to user perception and beyond. This 

takes QoE into the realm of user experience. However, in 

the study of QoE, subjective user measure remains an 

important variable. Thus, a combination of objective and 

subjective QoE measurements better reflects the complex 

nature of QoE. 

 

III. QUALITY OF EXPERIENCE METRICS 
In the context of HAS, TCP throughput reduces with 

mishaps along the network path, for example, packet 

losses and reordering. In such circumstances, video 

playback pauses for new video data. This severely impacts 

user-QoE. Many other factors affect user-QoE, such as 

quality of video and smoothness of playback, [16]. A 

Mean Opinion Score (MOS) of 1 ("Bad") to 5 

("Excellent") expresses QoE, [8]. Subjective or objective 

measures accumulates to mean opinion scores. However, 

objective measures, such as Peak-Signal-to-Noise-Ratio 

(PSNR) and Mean Square Error (MSE), are not suitable 

for HTTP video streaming. They only evaluate spatial 

video quality. Some application performance metrics 

include, [37]: 

 Initial buffering time: Tinit - measures the period 

between starting time of loading a video and 

starting time of playing it.  

 Mean rebuffering duration: Trebuf - measures the 

average duration of a rebuffering event. 

 Rebuffering frequency: frebuf - measures 

rebuffering event frequency. In some cases, the 

amount of data in the video buffer decreases to 

low values. Playback pauses. The player enters a 

rebuffering state. 

The development of QoE evaluation methodologies, 

performance metrics and reporting protocols play a key 

role in optimizing the delivery of HAS services, [18]. 

3GPP DASH defines the following QoE metrics, in 

specification TS 26.247, [23], [32]: 
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 HTTP request/response transactions: logs the 

outcome of each HTTP request and corresponding 

HTTP response. For every HTTP request/response 

transaction, the player measures and reports: 

o Type of request (e.g., MPD, initialization 

segment, media segment) 

o Time of receiving HTTP request and 

corresponding HTTP response (in wall clock 

time) 

o HTTP response code 

o Contents in the byte-range-spec part of HTTP 

range header 

o TCP connection identifier 

o Throughput trace values for successful requests 

from HTTP request/response transactions. It is 

also possible to derive more specific 

performance metrics, such as (a) the fetch 

durations of the MPD, (b) initialization segment 

and (c) media segments. 

 Representation switch events: reports a list of 

representation switch events taking place during a 

measurement interval. A representation switch 

event signals the player’s decision to perform a 

representation switch to a new representation. As 

part of each representation switch event, cf. Figure 

3, the player reports: (a) the identifier for the new 

representation, (b) time of the switch event (in 

wall clock time) and (c) media time of the earliest 

media sample played out from the new 

representation. 

 

Fig. 3. Different types of switching are recorded during 
streaming. 

 Average throughput: indicates the average 

throughput the player observes during the 

measurement interval. As part of the average 

throughput metric, the player measures and 

reports: 

o Total number of content bytes (i.e., the total 

number of bytes in the body of the HTTP 

responses) received during the measurement

 interval 

o Activity time during the measurement interval: 

time during which at least one GET request is 

still not completed 

o Wall clock time and duration of the 

measurement interval 

o Access bearer for the TCP connection based on 

the average throughput report 

o Type of inactivity (e.g., pause of presentation) 

 Initial playout delay: signals initial playout delay 

at the start of the streaming. Initial delay is always 

present in adaptive video streaming services, as a 

certain quantity of data must be transferred before 

decoding and playback can begin. At first, the 

video playback delays more than necessary in 

order to fill the playout buffer. The playout buffer 

is an efficient tool. It handles short term 

throughput variations. However, the amount of 

playtime it initially buffers trades-off with actual 

length of the corresponding delay, [28]. Playout 

buffer measures the time from when the player 

requests the first media segment, to the time media 

is retrieved from the player buffer. 

 Buffer level: provides a list of buffer occupancy 

level measurements carried out during playout, cf. 

Figure 4. As part of the buffer level metric, the 

player measures and reports the buffer level 

indicating the playout duration for which media 

data is available. This starts from the current 

playout time along with the time for measurement 

of the buffer level. 

 

Fig. 4. Playout buffer fills with video segments. 

  Play list: log a list of playback periods in the 

measurement interval. Each playback period is the 

time interval between a user action and the first 

occurring among: (a) the next user action, (b) the 

end of playback or (c) a failure that stops 

playback. The type of user action triggering 

playout may include: (a) a new playout request, (b) 

resume playout from pause or (c) user-requested 

quality change. For each playback period, the 

player measures and reports: (a) the identifiers of 

the representations, (b) rendering times (in media 

time) and (c) rendering durations, (d) playback 

speed relative to normal playback speed (e.g., to 

track trick modes, such as fast forward or rewind) 

and (e) reasons for interrupts of continuous 

playback for this representation (e.g., due to 

representation switch events, rebuffering, user 

request, end of period, media content and metrics 

collection period). 
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Fig. 5. Adaptive video streaming file fragmentation. [17] 

 MPD information: reports information on the 

media presentations. It obtains information from 

the MPD, so that servers, without direct access to 

the MPD, can learn the media characteristics. The 

player reports media representation attributes on 

bit rate, resolution, quality ranking and codec-

related media information, (including profile and 

level) utilizing this metric, cf. Figure 5. 

 

Fig. 5. Some information an MPD file contains. 

Stalling stops video playback because the playout buffer 

underruns or becomes low/empty, [28]. During streaming 

a case may occur, where the video streaming application 

utilizes more data than incoming video bitrates. The 

playout buffer becomes smaller. However, the video 

eventually stops, when there is insufficient data in the 

playout buffer, for playback to continue. The length of an 

interruption guides re-buffering. Users experience longer 

stalling durations, with large playtime buffering. Viewers 

prefer a scenario with a single long freeze event, when 

they compare it to one with frequent short freezes, [21]. 

Research in [7] observes overall video quality decreases as 

duration of the impairment increased. Further, video stalls 

are worse than frame rate reduction. They observe video 

stalls at irregular intervals are worse than those at periodic 

intervals. Bandwidth fluctuations can cause playout 

interruptions of video. Packet loss through buffer overruns 

(buffer is full, so receipt of packets results in drops 

occurring) lead to retransmission of some packets and 

consequent delays. Playout interruptions annoy users and 

delays create bad effects, such as flickering. These events 

should be taken into consideration for QoE estimation. 

Current adaptive streaming approaches, [10] [4] [14], 

focus on the following five QoE metrics, cf. Figure 6. 

 

Fig. 6. Favorable user-perceived QoE for adaptive video 
streaming. 

IV. A TRANSPORT LAYER PROTOCOL: TCP  

Applications requiring data packet delivery guarantees 

utilize Transmission Control Protocol (TCP) as their 

transport layer protocol, [20]. It is a sliding window 

protocol, [11]. TCP handles timeouts and retransmissions. 

TCP establishes a full duplex virtual connection between 

two endpoints. An IP address and TCP port number 

defines each endpoint. The operation of TCP as a finite 

state machine is made possible in its implementation. The 

server transfers byte stream segments across one or more 

network channels. The window size determines the 

number of data bytes sent, before an acknowledgment 

(ACK) from the receiver is necessary. We discuss two 

important algorithms TCP utilizes: (1) Congestion 

avoidance and (2) Fast start. We select these as they have 

huge impacts on video streaming. We explain how these 

algorithms work. This would later enable an understanding 

of TCP interactions with video flows during streaming. 

A. Congestion Avoidance 

The TCP Congestion Avoidance algorithm, [25], heavily 

influences the behavior of Internet traffic dynamics. 

Congestion occurs when the receiver consumes data at a 

slower rate than the sender transmits. The buffers at the 

receiver overflows. This results in lost packets, which the 

receiver retransmits. Congestion occurs at a router, when 

the capacity of the output link is less than the sum of all 

inputs (assume multiple input links and one outgoing link). 

Congestion avoidance deals with lost packets. 

There are two ways of indicating that a packet was lost: 

(1) a timeout occurs and (3) receipt of duplicate ACKs. 

Congestion avoidance and slow start are two separate 

algorithms, each with its own goal. If TCP detects 

congestion, it slows down transmission packet rates into 

the network. TCP then call on slow start to resume until 

congestion occurs, again. Thus, in practice one 

implements congestion avoidance and slow start together.   

A connection maintains two variables, when combining 

congestion avoidance and slow start: (1) a congestion 

window, cwnd and (2) a slow start threshold size, ssthresh. 

These algorithms operate as follows, [30]: 

1. Initialization for a given connection sets cwnd to one 

segment and ssthresh to 65535 bytes. 

2. The TCP output routine never sends more than the 

minimum of cwnd and window size the receiver 

advertises. 

3. As congestion occurs (a timeout or the reception of 

duplicate ACKs), ssthresh saves one-half of the 
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current window size (the minimum of cwnd and 

receiver's window advertise size, but at least two 

segments).  Additionally, if a timeout indicates 

congestion, cwnd is set to one segment (slow start). 

4. As new data is acknowledged by the other end, 

increase cwnd. However, the way it increases 

depends on whether TCP is performing slow start or 

congestion avoidance. 

TCP is in slow start if the cwnd is less than or equal to 

ssthresh. Otherwise, TCP is using the congestion 

avoidance algorithm. The slow start algorithm continues 

as long as TCP is less than half of the point. That is, the 

previously set value, when congestion occurs. Then, 

congestion avoidance commences.   

The congestion avoidance algorithm increments the cwnd 

by segment size times segment size divided by cwnd, 

every time it receives an ACK, where cwnd is the 

command window size in bytes. The growth rate is linear. 

Thus, the increase in cwnd is at most one segment each 

round-trip time. This occurs regardless of how many 

ACKs the algorithm receives in the RTT. However, slow 

start increases cwnd by the number of ACKs it receives in 

a RTT. Figure 7 depicts the congestion avoidance 

mechanism. Shown also is fast recovery or start, which is 

discussed next. 

 
Fig. 7. TCP Congestion avoidance mechanism. [24] 

B. Fast Start 

TCP fast start [19] speeds up short Web transfers. The 

sender caches network parameters, which avoids paying a 

slow start penalty for each download. Stale cache 

information degrades performance. Fast start enables TCP 

connections to reuse network information from the recent 

past. Therefore, it does not repeat the slow start discovery 

algorithm each time, especially ones transferring small 

amounts of data between pauses. Cached information 

includes: 

     Congestion window size (cwnd) 

  Slow start threshold (ssthresh) 

  Smoothed round-trip time (srtt)  

  Variance of the smoothed round-trip (rttvar) 

Two important goals, [19] are: 

 If the cached information is still valid, fast start 

should help improve performance. However, if 

this information is stale (for instance, because of a 

sudden surge in network load), fast start should not 

result in worse performance than if TCP utilizes 

the standard slow start algorithm in the first place. 

 The performance gains of fast start should not be 

at the expense of other connections. It is okay for 

other connections to suffer, once fast start tries to 

use only its share of the bottleneck bandwidth. 

But, not because the fast start connection is being 

too aggressive. 

It is very difficult to meet these objectives, without 

increasing the network complexity, for example, 

connection-to-connection state in routers. However, TCP 

fast start does its best with a simple drop priority 

mechanism, which routers implement.  

We now present a simple example showing the growth 

rate of packets sent over a channel using TCP fast start. 

Initially, the sender transmits one segment and waits for an 

ACK. Let us assume the ACK is sent successfully from 

the receiver to the sender. When the sender receives an 

ACK, it increments the congestion window one, that is, 

from one to two. Then, two the sender transmits two 

segments. Again, let us assume that the ACKs for these 

two segments are sent successfully from the receiver to the 

sender. The sender increases the ACK count to four and 

the congestion window to four, see Figure 8 (slow start, 

but increase rapidly so really fast start as labelled in the 

figure). This process produces what seems to be an 

exponential growth rate. However, the receiver may delay 

its ACKs, generally sending one ACK for every two 

segments it receives. Thus, it is not exactly exponential. In 

addition, at a point in transmission, the network, 

intermediate network device or router reaches their 

maximum capacity. The intermediate network device 

starts to discard packets. The sender now realizes the 

congestion window is too large. A simple way to view 

TCP: whenever there is congestion, the input rate 

decreases, and whenever there is under-utilization input 

rate increases. 

 
Fig. 8. TCP Fast Start: increase by one packet per ACK 
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V. EXPERIMENTS 

The following experiments use the conventional DASH 

controller and measures five DASH-based performance 

metrics. All experiments are hosted on a Windows 10 

machine, with the following specifications: Intel(R) 

Core(TM) i7-5500U CPU 2.40GHz processor, 16.00 GB 

physical memory and an Intel(R) HD Graphics processor. 

A virtual network is setup on the Windows 10 machine for 

the emulation test bed. Our setup consists of a video server 

running Ubuntu (HTTP server), a router running FreeBSD 

(Home Router) and two real network players (HAS client) 

hosted on Ubuntu, cf. Figure 9. 

 
Fig. 9. Experiment testbed setup. 

 

 

 
Fig.10. Quality levels: Conventional DASH players. 

The result of two conventional players competing at a 

5Mbps bottleneck link is shown on Figure 10. The players 

concurrently download the Elephant’s dream video [5]. As 

shown the players are not able to maintain high quality 

video and so the user experience degrades at certain time 

intervals. The reason for this is discussed in section VI. 

VI. DISCUSSION: TCP AND DASH 

Generally, the sender controls the aggressiveness of TCP. 

However, the receiver throttles traffic in DASH-based 

systems, cf. Figure 11. TCP tries to increase bandwidth 

utilization and avoid congestion. However, a DASH player 

ensures no video playback interruptions by pre-fetching 

and buffering sufficient video segments. Thus, the DASH 

player continuously increases its receiver window during 

ON periods to obtain as much video segments as possible, 

[4]. The sender transmits as much traffic as possible in 

bursts. Segments transmissions occur independently of 

each other. This happens until the player’s playout buffer 

has enough video segments, which either changes the 

player to an OFF period or the sender incurs TCP packet 

losses. The connection resets between ON-OFF periods, 

[10]. This causes extreme bursty traffic (cf. Figure 12) and 

TCP inefficiency, [38]. The result is unstable video 

playback quality and unfair sharing of network resources. 

 

VII. CONCLUSION 
We introduce DASH-based video delivery. We show the 

need for QoE in evaluating DASH-based systems. We 

highlight the main QoE metrics researchers utilize in 

evaluating DASH-based systems. We explore the working 

mechanisms of TCP: (1) Congestion and (2) Fast Start. 

We present an experiment with competing DASH players. 

The experiment shows poor QoE for existing users. 

Further, we explain how the two TCP mechanisms result 

in this poor user-QoE for DASH users. 

 

 
Fig.11. The player first makes a GET request for the MPD 

file containing data about the video segments it wants to 

download. After this initiation the player makes requests 

for successive segments. This is on a segment by segment 

basis and gives the player the option to select the next 

segment based on certain "desired" criteria. 
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Fig. 12. Bursty network traffic. [26] 
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